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Nowadays, supervised clustering algorithms become important tools in many application areas, such as bioinformatics (Dettling and Bühlmann, 2002), pattern classification (Zeidat, 2005) and information retrieval (Finley and Joachims, 2005). The supervised clustering algorithms do not only group objects based on similarities of objects but also class labels of objects, so these algorithms can avoid grouping similar objects of different class labels into the same cluster. In this thesis, two supervised clustering algorithms based on a prototype-based paradigm are introduced, namely Supervised Growing Neural Gas algorithm (SGNG) and Robust Supervised Growing Neural Gas algorithm (RSGNG).

The SGNG algorithm is designed to utilize the class labels of training objects to guide a clustering process by incorporating several techniques such as the Type Two Learning Vector Quantization (LVQ2) (Kohonen, 1990) technique, the modified adaptive learning rate technique and the cluster repulsion mechanism of the Robust Growing Neural Gas algorithm (RGNG) (Qin and Suganthan, 2004). Furthermore, a novel prototype insertion mechanism is introduced to discover an unidentified cluster region.

The RSGNG algorithm is a modified version of the SGNG algorithm that possesses robust properties such as the insensitivities to the initialization of prototypes, the order of training inputs and the presence of noise and outliers. The RSGNG algorithm combines the SGNG learning schema with an outlier resistant
strategy. In addition, the prototype insertion mechanism of the SGNG algorithm is modified to eliminate the influences of noise and outliers.

The two novel validity indices for supervised clustering, namely Validity\( (K) \) and \( MDL(K) \), are introduced as the tools for determining an optimal clustering that yields low intra-distances, high inter-distances, and low cluster impurities. The \( Validity(K) \) index determines an optimal clustering based on cluster geometry measurements (the intra-distances between the members of any cluster and the inter-distances between prototypes) and cluster impurity measurement. The \( MDL(K) \) index, which is based on an information theory paradigm, modifies the unsupervised Minimum Distance Length index (Qin and Suganthan, 2004; Bischof, Leonards and Selb, 1999) by including cluster impurity measurement as another factor to determine the optimal number of clusters.

To evaluate the effectiveness of the SGNG and RSGNG algorithms, four experiments are conducted. The first experiment uses two sets of synthetic datasets, one with introduced noise and outliers, and the other without these, to illustrate graphically abilities of the two proposed algorithms with respect to their growing ability, their ability to cluster adjacent regions of different classes, and their robust properties. The experiment is also intended to evaluate the effectiveness of the \( Validity(K) \) and \( MDL(K) \) validity indices. Based on the results of this experiment, it can be seen that the SGNG and RSGNG algorithms using the two proposed validity indices give almost the same clustering results on every dataset without introduced noise and outliers. For the datasets with introduced noise and outliers, the RSGNG algorithm outperforms the SGNG algorithm. In addition, the \( MDL(K) \) can determine the optimal number of clusters correctly while the \( Validity(K) \) cannot.

In the second experiment, the robust properties of the SGNG and RSGNG algorithms are evaluated using UCI datasets. The \( MDL(K) \) is used in this experiment since it performs better in the first experiment. Based on the results of this experiment confirm that both the SGNG and the RSGNG perform quite the same on the datasets
without introduced noise and outliers but the RSGNG performs better than the SGNG on the datasets with introduced noise and outliers.

In the third experiment, the performances of the SGNG and RSGNG algorithms are compared with those of other three supervised clustering algorithms (Zeidat, 2005) using some UCI datasets. The experimental results show that the two proposed algorithms perform better than the other three supervised clustering algorithms in terms of cluster impurities and total running times.

In the fourth experiment, two synthetic datasets containing complex shape clusters are used to study the topological formulation ability for the original GNG, the SGNG and the RSGNG, respectively. The experimental results show that the SGNG and RSGNG algorithms, when compared with the original GNG, have comparable abilities of topological formulation and can even form cluster regions with less misclassification rates and fewer numbers of prototypes.
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